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A vector space (V,F, +, .)

F a field
V a set (of objects called vectors)
Addition of vectors (commutative, associative)

Scalar multiplicatioﬂof Vae V,a+0=0.

Vadl — a,a+ (—a) = 0.
(c,a) —» ca,ce FlaeV

la = a, (c1c2)a = ci(c2a), c(a+ B) = ca+ cf, (c1 + c2)a = cia + c2c
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Examples

F" = {(ml,---,iﬂn)lmiEF}

($l,...,$n)‘|—(yl;---gyn)
E(I?l,---:irﬂ)

(:I?l T Y1y+e oy T +yﬂ)
(czrr. . )

e Other laws are easy to show
Cﬂ} (Q T \/EQ)HE Z;;L
iy BEL Bl 0
Frm:{(AmAu °°°°° Arm 1’Afm)|A"/ F

e This is just written differently
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The space of functions: Aaset, F a field

\f: A= F}(f+9)(s) = f(s) +9(s), (cf)(s) = c(f(s))

The space of polynomial functions

{f:F—-F|f(x)=c +eiz+ ez’ + ... +epxt e € F}
The following are different.

V=C={z+iylr,yeR} , F=R
V=C , F=C
V=C , F=Q
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Subspaces

V a vector space of a field F. A subspace W of V is a subset
W s.t. restricted operations of vector addition, scalar
multiplication make W into a vector space.

o +WxW ->W, ¢:FxW -> W,

e W nonempty subset of V is a vector subspace iff
for each pair of vectors a,b in W, and c in F, ca+b is in W.
(iff foralla,bin W, ¢, d in F, ca+db is in W.)

Example:

Rn_l C Rn,{($1,. - ,$n_1,0)|.’l¢i < R}



Smxm = {A € F™*™|A* = A} c F™*™
is a vector subspace with field F.

Solution spaces: Given an mxn matrix A

W={XeF'|AX =0} cC F"
VX, Y eWece FA(cX+Y)=cAX + AY =0.—» cX +Y e W.

The intersection of a collection of vector subspaces
is a vector subspace

1S not.

W ={(z,y,z)|x =0 ory = 0}



Span(S)
Span(S) = {Z caila; € S,c;e F}CV

T
Theorem 3. W= Span(S) is a vector subspace and is the set
of all linear combinations of vectors in S.

Proof:
9 W7C F’
=X X,

= Y
Comr =X gree e X ol o

m
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Sum of subsets S, S, ...,S, of V

S1+8Se+...+ 8 ={a1 +oz+... +akla; € S;}
If S, are all subspaces of V, then the above is a

subspace.
Example: y=x+z subspace:

™ N A 1 r P N A
Span((1,1,0),(0,1,1)) = {e(1,1,0)+d(0,1,1)|c,d € R} = {(¢, c+d,d)|c,d € R}

Column space of A: the space of column vectors of
A.
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Linear independence
A subset S of V is linearly dependent if

dJdaig,...,an € 5,¢1,...,¢n € Fnot all 0 s.t. c1a1 + -+ 4+ cpan =0.
A set which is not linearly dependent is called
linearly independent:
The negation of the above statement

Vai,...,a, € S, there are no cy,...,c, € Fnot all 0 such that c;a;+: - -+enan, =0.)
Vai,...,an €5, if ciag +---+cpan, =0, thene; =0,1=1,...,n
(1,1),(0,1),¢1(1,1) +¢2(0,1) = (c1,¢1 +¢c2) = (0,0) — ¢c1 =0,c2 =0

c1(1,1,1) +¢2(2,2,1) +¢3(3,3,2) =0 forc; = 1,c0 = 1,c3 = —1.
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Basis

A basis of V is a linearly independent set of vectors
in V which spans V.

Example: F" the standard basis
e1 = (1,0,...,0),e2=(0,1,...,0),...,en = (0,0,...,1)

V is finite dimensional if there is a finite basis.
Dimension of V is the number of elements of a
basis. (Independent of the choice of basis.)

A proper subspace W of V has dim W <dim V. (to
be proved)
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Example: P invertible nxn matrix. P,,...,P, columns
form a basis of F™,

e Independence: x P +...+x_P_=0, PX=0.
Thus X=o.

e Span F™: Y in F™, Let X = P'Y. Then Y = PX. Y=
X, P+...+x P_.
Solution space of AX=0. Change to RX=o0.

2 ;o1 Cyuj =0
2.j=1 C2ju; =0

:17#.-1

.Tf;f_z

++ + +

Il

n—Tr
Tk, 2_j=1 Crju; =0

* Basis E; u; =1, other u,=0 and solve above

L, = —Cij, (_Elju —C254 - - :_Erjaﬂi e 11 U)



e Thus the dimension is n-r:

Infinite dimensional example:
V={f] f(x) = c,+c x+C, X2 + ...+ ¢ X"}
e Given any finite collection g,,...,g_ there is a
maximum degree k. Then any polynomial of degree

larger than k can not be written as a linear
combination.
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Theorem 4:V is spanned by Bi, B2, ..., 0m
Then any independent set of vectors in V is

finite and number is < m.

e Proof: To prove, we show every set S with more than m vectors

is linearly dependent. Let Qa1 ) a9, ...,0n
be elements of S with n > m.
Z Ai._j' 51

Z:Ej{}ij — ijZAwﬁt Z ZAwmj

g=1 i=1 =1 g=1
e A is mxn matrix. Theorem 6, Ch 1, we can solve for x ,x,,...,x, not
all zero for
E A’ljm_? — U,E = ]_,,...,ﬂ

j=1

e Thus

rTi1+ ...+, =0
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Corollary. V is a finite d.v.s. Any two bases have
the same number of elements.

e Proof: B,B’ basis. Then |B’|<|B| and |B|<|B’|.
This defines dimension.

e dim F"=n. dim F™*=mn.
Lemma. S a linearly independent subset of V.
Suppose that b is a vector not in the span of S.
Then Su{b} is independent.

e Proof: 100 + - + CmQm + kb = 0.
Then k=o0. Otherwise b is in the span.

Thus, P 0
ciay + -+ + emam = 0.
and c,are ali zeio. ditedt
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Theorem 5. If W is a subspace of V, every
linearly independent subset of W is finite and is

a part of a basis of W.
W a subspace of V. dim W < dim V.

A set of linearly independent vectors can be
extended to a basis.

A nxn-matrix. Rows (respectively columns) of A

are independent iff A is invertible.

(->) Rows of A are independent. Dim Rows A = n. Dim Rows r.r.e R
of A=n.RisI->Aisinv.

(<-) A=B.R. forr.r.e form R. B is inv. ABis inv. R is inv. R=I. Rows of
R are independent. Dim Span R = n. Dim Span A = n. Rows of A are
independent.
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Theorem 6.
dim (W +W,) =dim W +dimW_-dimW nW..
Proof:
e WNW, has basisa,,...,a,. W, has basisa,,..,a;,b,,...,.b,. W, has
basis a,,..,a;,C,,...,C,,.
e W +W,isspanned bya,..,a,,b,,...,b,,C,,...,C,.
e There are also independent.

« Suppose : m n
YDETIRD SRS S
i=1 j=1 k=1

« Then

T

L m
E 2KClp = — E Ti0; — E y;b;
1=1 7=1

k=1

T
szck e W, and € W, ZC, = d,-a,-
k=1 =1 i=1
- By independence z,=0. x;=0,y;=0 also.
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Coordinates

Given a vector in a vector space, how does one name it?
Think of charting earth.
If we are given F?, this is easy? What about others?
We use ordered basis:
One can write any vector uniquely
B={ai,...,an}

G =T1Q] T T Tnlp



T}l/—///—\\b R
Thus,we name e

a— (z1,...,2n) € F" X=1| ! | =la]s

Coordinate (nx1)-matrix (n-tuple) of a vector.

This sets up a one-to-one correspondence between
Vand F.
e Given a vector, there is unique n-tuple of coordinates.

e Given an n-tuple of coordinates, there is a unique
vector with that coordinates.

e These are verified by the properties of the notion of
bases. (See page 50)
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Coordinate change?

If we choose different basis, what happens to the
coordinates?

Given two bases
B={a,...,an},B ={al,...,a,}

e Write 52
Er; = ZPij&i
1=1
a = Zﬂj:l Ti; = T101 + + Tnan
= Do zian =y 5z Yy Bjay
= D im1 2 (PigTh)as = 32 (3050 Py
Li = Z?:l HJ$;



X=o0 iff X’=0 Theorem 7,Chui, P is invertible
Thus, X = PX, X'=PX.
@] = Pla]s, [a]p = P~ [a]s,

Example {(1,0),(0,1)}, {(1,i), (i,1)}
e (1,1) = (1,0)+i(0,1)

(i,1) = i(1,0)+(0,1) p_(1 i ,P—lz( 1/22 _13/2‘2 )
e (a,b)=a(1,0)+b(1,0): (a,b)5=13,0) —i/2 1/

* (a,b)z=P(a,b) = ((a-ib)/2,(-ia+b)/2).

e We check that (a-ib)/2x(1,i)+
(-ia+b)/2x(i,1)=(a,b).



